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Abstract

Procedure of Linear Decimation (PLD) has many pieadtimplementations. The hardware implementation i
FPGA (Field Programmable Gate Arrays) of the PLBrsficantly shortens computation time and allowsr@asing
signal sampling frequency. As a result real-tinignal analysis can be obtained which allows for. egfating
machine diagnostic during run-up phase. Exampleprattical results for the PLD and novel Short-TiRReD are
presented.
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1. Introduction

Diagnosing rotary-machine states in variable reaétconditions is vital for their operation
safety. Early detection of conditions of incorrexgerational processes, as well as of arising
damage development can often prevent from failareserious accidents. The Procedure of Linear
Decimation (PLD) [4, 5, 8, 9] has been successtigiffed in diagnostic systems for non-stationary
cyclical machines. Appling the PLD offers the pbdgy to increase the energy contributions of
time- and frequency- symptomatic components oftheal.

Early detection of failure is determined not solblya proper detection procedure but also by
electronic implementation of diagnostical devicenc8 the latter may significantly lengthen the
calculation time, the failure-detection time mayt e achieved within acceptable limits.
Consequently, FPGAs (Filed Programmable Gate Ajremyplementation of the PLD is adapted.
Hardware (FPGA) implementation of the PLD compatedmicroprocessors or Digital Signal
Processors (DSP) can significantly reduce the Gaioms time. Furthermore, FPGA
implementation of the PLD allows increasing sigeampling frequency, which results in more
accurate spectra selectivity.

2. Procedureof Linear Decimation (PLD)

Procedure of Linear Decimation involves the dynasignal resampling in accordance with
rotation speed variations [2]. It assumes lineqaraximation of cycle variations curbed by values
representing its beginning cycle tir@g and its end cycle tim@,. In other words, it involves the
deletion of sample-clustevariations proportional tdhe cycle and maintaining the constant
sample-per-cycle number. The resampling procesisag/n in fig.1

The key element is to define decimation coefficiBak. This coefficient characterizes the
increment of signal resampling [1]. It changes @oaadance with the increase or decrease of the
rotation speed, i.e. with the cycle variations. &lapting the final decimation coefficient we can
determine its variations in accordance with linsggnal trend. Selecting final decimation



coefficient enables to reduce the signal to thaéostary form in the observation window for the
last cycle, which is very convenient in real-tinmabysis.
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Fig. 1. Procedure of Linear Decimatio® - cycle time,@) - observation time, N(n) - primary sample-cluste
in the observation window , ¥ - secondary sample-cluster in the observatiordow (after LDP),
Dc, - initial decimation coefficient, Rc - final decimation coefficient

By selecting a final-decimation-coefficieBlcy, and assuming linear approximation of cycle
variations, the decimation coefficiellc, for n-th sample can be obtained by the fallowing
formula:

N n
Dc, =Dc,—* +——(Dc, - Dc,). (1)

ok Dk

By applying the above formula, the secondary veofothe signal representing the constant
number of samples-per-cycle is given by the formula

W(v,) = u(ng, + Dc,) = u(n) )
where:

u(n) — primary vector,
w(v)— secondary vector (after resampling).

Fig.2 contains non-stationary signal representivagrun-up phase for gear transmission. Cycle
change and its linear approximation is shown in BigJnfortunately for the given example, the
linear approximation error equals 5.1%. Fig. 4 enés signal after applying the PLD. It features
the significant improvement of spectrum quality riotation frequency band. Unfortunately,
distinct stripe selectivity in the frequency banfl gear meshing and its harmonics was not
achieved. It brings the conclusion that approxioratby a linear function in the observation
window is suitable only for signals with linear tgrchange trend. This made the authors search
for new solutions extending the PLD abilities. Rbis purpose a Programmable Unit for
Diagnostic (PUD) was constructed [6]. The PUD ididated to non-stationary signal analysis by
means of the signal resampling method with a vliaicrement corresponding with reference
cycle changes.
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Fig. 2. Amplitude spectrum of vibration velocitygefar-meshing. Average rotational speed increa38 @ per cycle
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Fig. 3. Cycle length changes within the observatidmdow and their approximation by linear charadstic



Amplitude spectrum after PLD
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Fig. 4. Amplitude spectrum of vibration velocitygefar-meshing after applying of PLD.
Average rotational speed increase - 0.38 % perecycl

3. Hardwareimplementation

Electronic implementations of diagnostical proceduiare often disregarded in academic
discussions. Nevertheless, they can often deterandiagnostic procedure and final results.
The hardware implementation of the PLD can be @iohto three separate tasks:
= Marker logic — rotation period indicator,
= Anti-aliasing filter,
= Linear decimation.

3.1 Marker Logic

One ADC channel is dedicated to marker logic (dethadlso as rotation period indicator)
whose purpose is to synchronise the acquired ditashaft rotation angle. Marker channel is a
digital (binary) channel: the marker is detectechot. Nevertheless, the marker signal is usually
acquired and transferred to memory as a standai@d éiannel e.g. 14-bit channel. This results in
inadequate utilization of the resources. Furtheenor the PLD, the crucial information is not the
state of the marker but time-slots between two esgige markers. Calculating time periods in a
software manner requires significant amount of fifimstly for reading marker state in the external
memory and secondly for calculating the time slogsmeans of microprocessor. This would
require tens of clock cycles per marker sampleaAeasult, dedicated (hardware) marker logic was
designedn FPGA, consequently marker states are not transferredtesral memory at all. The
dedicated marker logic detects markers, then catiesiland writes to external memory only time
periods between two successive markers.
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Fig. 5. Block diagram of the marker logic

The block diagram of the marker logic is given iig.F5. The input signal from ADC is
compared with programmable comparison level (ugualddle ADC range) to obtain the binary
signal. An alternative solution is that the inpignal is already binary, therefore the comparator
can be skipped. The binary input is recommenddtie@sumber of analog ADC channels is often
limited, and marker signal is binary by origin. Tinhe binary signal may be negated in a XOR
gate to detect either rising or falling edge of tharker. Then a special time-hysteresis logic is
employed to eliminate input signal glitches. Thesaan the input signal is especially destructive
when the input signal crosses the comparison IeMet hysteresis logic is implemented as a
simple up / down counter with saturation. The ceursize (the maximum time of eliminated
glitches) is programmable. After hysteresis logie input signal passes the edge detection logic
which produces one clock impulse for every risidges of the input signal. This impulse initialise
the internal or external memory write.

3.2. Finite Impulse Response Filter

One of most remarkable example of employing FPGADIgital Signal Processing (DSP) is
a FIR filter. Block diagram of FIR filter implemesd in FPGAs is given in Fig 6.

Input —» X(i 71 X(i-1) [ x(i-2)

h(2) h(1) h(0) Output y(i)
—»

A 4

Fig. 6. Block diagram of FIR filter

In Fig. 6, the element® denotes one clock delay element and is realized #ip-flop.
Multiplier (nxn-bit) occupies less thamf Logic Elements (LE) of FPGA, for constant coeffiui
multipliers the number of occupied resources carsibeificantly reduced [7]. For example,
Xilinx XC3S1500 contains 30 000 LEs. Besides FPGAmrporate dedicated multipliers, e.g.
XC3S1500 contains 32 %&8-bit dedicated multipliers. A-bit adder occupies less thanLE.
Consequently for symmetric (linear phase) FIR fdtevith constant coefficient multipliers (for
constant FIR filter characteristic) and 12-bit itgguthe number of filter taps is larger than 1000



[7], which means that at least 1000 multiplicati@ane carried out in a single clock cycle. Typical
FPGA clock frequency is 5@00MHz, which is roughly 10 times smaller than for
microprocessors. Nevertheless, the number of dpagtarried out in parallel is significantly
larger than that for microprocessors. Summing apselected operations, computation power of
FPGAs is 161000 (or even more) times greater than for micropseors.

The above paragraph considered parallel FIR fillaggementation which computation power
is often far beyond required. Besides, great nundfeFPGAs resources is occupied by this
parallel implementation, and FPGA should also catryother functions. For example, for analog-
digital converter sampling frequendy= 100kS/s employing parallel FIR filter which can be
clocked byf= 100MHzwould be inefficient. In this case serial FIR arebture is recommended.

For serial FIR architecture only a single multiption is carried out in a single clock cycle —a
similar algorithm as for microprocessors is adofsse Listing 1). Therefor®\ clock cycles are
required to calculate a single output value (whérethe number of filter taps). Consequently,
serial architecture clocked by frequenty N*fs is equivalent in achievements to parallel
architecture clocked by frequentsfs. Nevertheless, the former occupies only a singletipligr
— N times less than the parallel counterpart.
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Fig. 7 Block diagram of serial FIR architecture
3.3. Decimation Procedure

In the first approximation, the PLD is a standdetimation procedure for which decimation
ratio D is not constant. The crucial feature of PLD implatagon is high decimation ratid that
is roughlyD=1000.

In order to eliminate aliasing effect, a FIR filisremployed before decimation. Unfortunately,
the number of the filter tagd must be several times greater than the decimediomD in order to
properly filter the input signal. Implementation sfich a large filter would require significant
FPGA resources. Fortunately for FIR filters, filealculations may be carried out only for output
samples that are not ignored during decimations Blgnificantly reduces the calculation cost for
such a large decimation ratio and is significantaaulage of FIR filters over IIR filters.

The FIR filter is implemented employing serial atebture given in Fig. 7. The filter size and
filter coefficients are programmable and can baleabanged. The FIR filter employs direct
memory access (DMA) to read input data from extenm@mory and to write the resultant data
after decimation.

In PLD the decimation ratiD linearly increases / decreases as follows:

D=Dg+c /8 3)



where:

Do — initial decimation ratio,
S — index of the input sample,
c — a constant value derived from the marker tilotss

The decimation ratidD is updated according to eq. (3) after each ouarple (after
decimation). The eq. (3) similarly like filter lagiis calculated in hardwarevithout any co-
operation with microprocessors. The microprocessanly required to calculate valudsy, c,

and the total number of input samples. These vatwmesthen written to the hardwacentrol
registers.

4. Short-TimePLD

With the application of PUD and 10 MS/s samplirftge implementation of the method was
created capable of adapting to non-stationary ¢mmdi. Furthermore, hardware signal processing
enabled the real-time analysis of great numbeauoies.
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Amplitude spectrum after Short-Time PLD
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Fig. 8. Amplitude spectrum of vibration velocityageneshing after applying Short-Time PLD.
Average rotational speed increase 0.38 % per cycle

After taking before-mentioned properties of newlgsigned device into consideration, a
modified PLD was developed, also referred to asrtShimme PLD. Implementation results of the
novel method involving the approximation adaptiogycle changes is shown in Fig. 8.



5. Conclusions

Hardware realisation of linear decimation procedoased on FPGA programmable systems
gives the possibility of diagnosing cyclical maasrat variable operating conditions in real time.

The benefit of applying the method of parallel sigprocessing is much shorter analysis time
that with the processor implementations. It givesagadvantage with filtration of signals of great
number of samples (millions).

Designed and constructed device (PUD) containsogral-digital converters with sampling
frequency of 10 MS/s, which enabled to test theetigped procedures in high-frequency band at
great variations of rotational frequencies. It ddobe noted that high sampling frequency is
crucial for high-speed rotating machines, e.g.tgasine machines.

A novel Short-Time PLD method was developed, engbto adapt the approximation to the
cycle changes. This methods solves the problemooflinear trend change and minimized the
error resulted from the original PLD assumptiotiréar cycle trend in the observation window.

This solution has brought the method nearer toattter analysis without the necessity of
applying interpolation filters.
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